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Abstract—Style transfer is the optimization technique
used to create to new image using style image (such as
artwork by famous painter) and input image you want to
style and blend together such that image is transformed
to look like the content image, but painted in the style
of the style image. The key technique that makes style
transfer possible is convolutional neural network (CNN).
This paper will survey major technique of doing style
transfer on images, and briefly compare different model
and result. We mainly compare one of pioneer technique
introduced by the Leon Gatys in 2015 and the latest
technique in 2019 in the paper High Resolution Network
for Photorealistic Style Transfer. A Neural Algorithm
of Artistic Style, introduced by Gatys generates great
result, but the result so obtained didn’t preserve the
feature of the content image and also that paper hasn’t
briefly described about the inner working of gram
matrix. Photorealistic style transfer is the improvement
or enhancement to the neural style transfer by Gatys.
It helps to conserve the structure and common feature
in the content image. Both the techniques use VGG
Network, which was trained on ImageNet Dataset for
performing classification of images. We created our own
dataset which consists of 5 classes or categories and
perform transfer learning in VGG Network to perform
a style transfer.

Index Terms—Neuralstyle Transfer, CNN, Photoreal-
istic

I. INTRODUCTION
Style Transfer is the technique of taking a content

image and a style image as input and combining
these two images to output an image that has the
content of the content image and the style of the
style image. The key technique that makes neural
style transfer possible is convolutional neural network
(CNN). Convolutional Neural Networks (CNN) helps
to creates artistic fantastic imagery by separating and

recombining the image content and style. In order
to combine the content of the content image and
the style of the style image, we have many ways to
independently represent the semantic content of an
image and the style in which the content is presented.

Recent advances in CNN, we are able to tackle
this challenge with great success. By tackling this
challenge, the method of style transfer provides new
insights into the deep image representations learned
by Convolutional Neural Networks and demonstrate
their potential for high level image synthesis and
manipulation. CNN is capable of extracting content
information from an arbitrary photograph and style
information from a well-known artwork. This process
of using CNNs to render a content image in different
styles is referred to as Neural Style Transfer (NST).
We will also cover the datasets used to train CNNs to
perform style transfer and evaluation metrics for this
task. Evaluation metrices being just the comparison
between different model used style transfer.

Art is an essential part of peoples life but majority
of people lack a proper skill and technique to produce
or make paint or introduce some style to their own
photos. People mostly desire that they had a painting
of their photos which is a complex task that takes more
time and sometimes while manually painting by hand
there may encounter mistakes which will be difficult
to overcome. So, the idea of style transfer comes into
existence which makes the painting type of image of
a particular image within no time using its artificial
intelligence.

The core objective of this research paper is to
compare the result of Neural Style Transfer and Photo-

Comparative Study of Style Transfer
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realistic Style Transfer with the use of our own dataset.

II. RELATED WORK

Style Transferring allows users to style image to any
type of style they want to transfer their images. This
system mainly allows users to create their own artistic
images in the way they desire. The core idea behind
this system development is that it would be very easy
to transfer the images taken by the cameras into the
painting form.

Previously style transfer was done using an app
called Prisma which was launched in June 2016 by
Alexey Moiseenkov in order to create amazing photo
effects, transforming photos into paintings. Prisma
uses artificial neural networks that enable users to
make photos appear like they were painted by Picasso,
Munch or even Salvador Dali himself.

The research paper behind the Prisma App technol-
ogy is called A Neural Algorithm of Artistic Style
by Leon Gatys, Alexander Ecker and Matthias Bethge
and was presented at the premier machine learning
conference: Neural Information Processing Systems
(NIPS) in 2015 [1], [2]. This technology was devel-
oped independently and before Prisma, and both the
university and the company have no affiliation with
one another.

Previous algorithms before Neural Algorithm of
Artistic Style [1], [2] achieve remarkable results, but
they all suffer from the same fundamental limitation:
they use only low-level image features of the target
image to inform the texture transfer. Convolutional
Neural Network has produced powerful computer vi-
sion systems that learn to extract high-level semantic
information from natural image which is used in Gatys
Paper [1], [2]. VGG16 Network is used for object
recognition and localization.

Neural Algorithm of Artistic Style produces a great
result, but the principle of neural style transfer, es-
pecially why the Gram matrices could represent style
remains unclear. It also lacks the proper preservation
of features of content image.

Later the photorealistic style transfer research was
done which aim to transfer the style of one image to
another, but preserves the original structure and detail
outline of the content image, which makes the content
image still look like a real shot after the style transfer.
Inspired by the network proposed by Johnson et al
[3], High Resolution Network for Photorealistic Style
Transfer provides a solution which has a generation
network to generate the output image, and a pre-trained
network to calculate the content loss and style loss, but
the architecture of our generation network is different
from the network in Johnson et al [3].VGG19 Network
is used for object recognition and localization.

Generation network in High Resolution Network
is inspired by Sun et al. (2019) [4] , who proposed
the high-resolution network for pose estimation and
refreshed the record of the COCO pose estimation

data set. Most networks have the high-to-low and
low-to-high processes. The high-to-low process aim to
produce lower resolutions and higher channel counts,
while the low-to-high process is designed to produce
high-resolution representations and reduce the resolu-
tion of the feature maps. High-resolution network is
designed to maintain high resolution representations
through the whole process and continuously receive
information from low-resolution networks. The high-
resolution network has two benefits in comparison to
other networks.

• The high-resolution network connects both high-
and low-resolution subnets in parallel, rather than
connecting in series like most existing networks.

• Perform repeated multi-scale fusion with the help
of low-resolution representations of the same
depth and similar levels to enhance high resolu-
tion representation.

III. METHODOLOGY

Fig. 1: system flow diagram

There are two input images namely content image
and style image that are used to generate a new image
called generated image. Generated image has the same
content as the content image and has a style similar
to that of the style image. For generating an output
image, we need to focus on how does a convolution
neural network actually work.

As the images go under the VGG network the style
loss, content loss and other features are calculated and
total loss is calculated which is then used to generate
a new output image.

1) Content loss: Content loss describes the simi-
larity of randomly generated noisy image(G) to the
content image(C). In order to calculate content loss :

Let P and F be the original image and the image
that is generated. And, F[l] and P[l] be feature repre-
sentation of the respective images in layer L, which
we choose as a hidden layer in a network to compute
the loss. Now, the content loss is defined as follows:

Lcontent(
−→p ,−→q, l) = 1

2

∑
i,j

(F l
ij − P l

ij) (1)
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2) Style loss: Style loss is defined as a distance
between a style image and an output image. Style
information is measured as the amount of correlation
present between features maps in a given layer [l]. In-
order to calculate a correlation between different filters
or channels we calculate the dot-product between the
vectors of the activations of the two filters. The matrix
thus obtained is called Gram Matrix.

If the dot-product across the activation of two filters
is large then two channels are said to be correlated
and if it is small then the images are un-correlated.
Mathematically :

Gram Matrix of Style Image(S): Here k and k
represents different filters or channels of the layer L.
Lets call this Gkk[l][S].

Gkk [l] [S] =

H∑
i

W∑
j

(Aijk
[l][S] −Aijk′

[l][S] (2)

Gram Matrix for Generated Image(G): Here k and
k represents different filters or channels of the layer
L.Lets call this Gkk[l][G].

Gkk [l] [G] =
H∑
i

W∑
j

(Aijk
[l][G] −Aijk′

[l][G]) (3)

Cost function between Style and Generated Image is
the square of difference between the Gram Matrix of
the style Image with the Gram Matrix of generated
Image.

Lstyle =
1

(2∗Hl∗W l∗Cl)2

∑
K

∑
K′

(Gkk′
[l][S] −Gkk′

[l][G]
)

(4)
Total Loss Function :

Ltotal = αLcontent + βLstyle (5)

Alpha and beta are used for weighing Content and
Style cost respectively.

Once the loss is calculated, then this loss can
be minimized using backpropagation which in turn
will optimize our randomly generated image into a
meaningful piece of art.

3) Photorealistic Style Transfer: Photorealistic
style transfer aims to transfer the style of one image
to another, but preserves the original structure and
detail outline of the content image, which makes the
content image still look like a real image after the
style transfer. Some realistic image styling methods
that have been proposed before are vulnerable to lose
the details of the content image and produce some
irregular distortion structures [5]. The main purpose
of photorealistic image stylization (also known as
color style transfer) is to transfer the style of color
distributions text of Content Loss. Content image
and the output image should have a similar feature
representation as computed by loss network VGG for
only changing the style without any changes to the
structure of the image. The main contributions of this

paper are two-fold: First, high-resolution network as
the generation network to transfer the style with a ner
structure and less distortion is proposed. Second, the
photorealistic style transfer successfully using tradi-
tional natural image style transfer algorithm, which
provides a new choice for photorealistic style transfer.
For the content loss, we use Euclidean distance as

Fig. 2: Overview of Photorealistic Style Transfer

Fig. 3: Structure of high-resolution generation network

shown by the formula:

lØ,j
content (y , y′) = 1

CjHjWj
||Øj (y

′)−Øj (y)||2

(6)
Style Loss: The style loss is dened as the squared
Frobenius norm of the dierence between the Gram
matrices of the output and content images:

lØ,j
style (y , y′) =

∣∣∣∣GØ
j (y)−GØ

j (y′)
∣∣∣∣2 (7)

Total loss:The total loss is given by :

ŷ = argmin
y

λcl
(Ø,j)

content(y, yc) + λsl
(Ø,J)

content(y, ys) + λTV lTV (y)

(8)

A. Optimization Method

Optimization algorithms helps us to minimize(or
maximize) an Objective function(another name for
Error function) E(x) which is simply a mathematical
function dependent on the Models internal learnable
parameters which are used in computing the target
values(Y) from the set of predictors(X) used in the
model. For example we call the Weights(W) and the
Bias(b) values of the neural network as its internal
learnable parameters which are used in computing
the output values and are learned and updated in the
direction of optimal solution i.e minimizing the Loss
by the networks training process and also play a major
role in the training process of the Neural Network
Model [6] .
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realistic Style Transfer with the use of our own dataset.

II. RELATED WORK

Style Transferring allows users to style image to any
type of style they want to transfer their images. This
system mainly allows users to create their own artistic
images in the way they desire. The core idea behind
this system development is that it would be very easy
to transfer the images taken by the cameras into the
painting form.

Previously style transfer was done using an app
called Prisma which was launched in June 2016 by
Alexey Moiseenkov in order to create amazing photo
effects, transforming photos into paintings. Prisma
uses artificial neural networks that enable users to
make photos appear like they were painted by Picasso,
Munch or even Salvador Dali himself.

The research paper behind the Prisma App technol-
ogy is called A Neural Algorithm of Artistic Style
by Leon Gatys, Alexander Ecker and Matthias Bethge
and was presented at the premier machine learning
conference: Neural Information Processing Systems
(NIPS) in 2015 [1], [2]. This technology was devel-
oped independently and before Prisma, and both the
university and the company have no affiliation with
one another.

Previous algorithms before Neural Algorithm of
Artistic Style [1], [2] achieve remarkable results, but
they all suffer from the same fundamental limitation:
they use only low-level image features of the target
image to inform the texture transfer. Convolutional
Neural Network has produced powerful computer vi-
sion systems that learn to extract high-level semantic
information from natural image which is used in Gatys
Paper [1], [2]. VGG16 Network is used for object
recognition and localization.

Neural Algorithm of Artistic Style produces a great
result, but the principle of neural style transfer, es-
pecially why the Gram matrices could represent style
remains unclear. It also lacks the proper preservation
of features of content image.

Later the photorealistic style transfer research was
done which aim to transfer the style of one image to
another, but preserves the original structure and detail
outline of the content image, which makes the content
image still look like a real shot after the style transfer.
Inspired by the network proposed by Johnson et al
[3], High Resolution Network for Photorealistic Style
Transfer provides a solution which has a generation
network to generate the output image, and a pre-trained
network to calculate the content loss and style loss, but
the architecture of our generation network is different
from the network in Johnson et al [3].VGG19 Network
is used for object recognition and localization.

Generation network in High Resolution Network
is inspired by Sun et al. (2019) [4] , who proposed
the high-resolution network for pose estimation and
refreshed the record of the COCO pose estimation

data set. Most networks have the high-to-low and
low-to-high processes. The high-to-low process aim to
produce lower resolutions and higher channel counts,
while the low-to-high process is designed to produce
high-resolution representations and reduce the resolu-
tion of the feature maps. High-resolution network is
designed to maintain high resolution representations
through the whole process and continuously receive
information from low-resolution networks. The high-
resolution network has two benefits in comparison to
other networks.

• The high-resolution network connects both high-
and low-resolution subnets in parallel, rather than
connecting in series like most existing networks.

• Perform repeated multi-scale fusion with the help
of low-resolution representations of the same
depth and similar levels to enhance high resolu-
tion representation.

III. METHODOLOGY

Fig. 1: system flow diagram

There are two input images namely content image
and style image that are used to generate a new image
called generated image. Generated image has the same
content as the content image and has a style similar
to that of the style image. For generating an output
image, we need to focus on how does a convolution
neural network actually work.

As the images go under the VGG network the style
loss, content loss and other features are calculated and
total loss is calculated which is then used to generate
a new output image.

1) Content loss: Content loss describes the simi-
larity of randomly generated noisy image(G) to the
content image(C). In order to calculate content loss :

Let P and F be the original image and the image
that is generated. And, F[l] and P[l] be feature repre-
sentation of the respective images in layer L, which
we choose as a hidden layer in a network to compute
the loss. Now, the content loss is defined as follows:

Lcontent(
−→p ,−→q, l) = 1

2

∑
i,j

(F l
ij − P l

ij) (1)
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2) Style loss: Style loss is defined as a distance
between a style image and an output image. Style
information is measured as the amount of correlation
present between features maps in a given layer [l]. In-
order to calculate a correlation between different filters
or channels we calculate the dot-product between the
vectors of the activations of the two filters. The matrix
thus obtained is called Gram Matrix.

If the dot-product across the activation of two filters
is large then two channels are said to be correlated
and if it is small then the images are un-correlated.
Mathematically :

Gram Matrix of Style Image(S): Here k and k
represents different filters or channels of the layer L.
Lets call this Gkk[l][S].

Gkk [l] [S] =

H∑
i

W∑
j

(Aijk
[l][S] −Aijk′

[l][S] (2)

Gram Matrix for Generated Image(G): Here k and
k represents different filters or channels of the layer
L.Lets call this Gkk[l][G].

Gkk [l] [G] =
H∑
i

W∑
j

(Aijk
[l][G] −Aijk′

[l][G]) (3)

Cost function between Style and Generated Image is
the square of difference between the Gram Matrix of
the style Image with the Gram Matrix of generated
Image.

Lstyle =
1

(2∗Hl∗W l∗Cl)2

∑
K

∑
K′

(Gkk′
[l][S] −Gkk′

[l][G]
)

(4)
Total Loss Function :

Ltotal = αLcontent + βLstyle (5)

Alpha and beta are used for weighing Content and
Style cost respectively.

Once the loss is calculated, then this loss can
be minimized using backpropagation which in turn
will optimize our randomly generated image into a
meaningful piece of art.

3) Photorealistic Style Transfer: Photorealistic
style transfer aims to transfer the style of one image
to another, but preserves the original structure and
detail outline of the content image, which makes the
content image still look like a real image after the
style transfer. Some realistic image styling methods
that have been proposed before are vulnerable to lose
the details of the content image and produce some
irregular distortion structures [5]. The main purpose
of photorealistic image stylization (also known as
color style transfer) is to transfer the style of color
distributions text of Content Loss. Content image
and the output image should have a similar feature
representation as computed by loss network VGG for
only changing the style without any changes to the
structure of the image. The main contributions of this

paper are two-fold: First, high-resolution network as
the generation network to transfer the style with a ner
structure and less distortion is proposed. Second, the
photorealistic style transfer successfully using tradi-
tional natural image style transfer algorithm, which
provides a new choice for photorealistic style transfer.
For the content loss, we use Euclidean distance as

Fig. 2: Overview of Photorealistic Style Transfer

Fig. 3: Structure of high-resolution generation network

shown by the formula:

lØ,j
content (y , y′) = 1

CjHjWj
||Øj (y

′)−Øj (y)||2

(6)
Style Loss: The style loss is dened as the squared
Frobenius norm of the dierence between the Gram
matrices of the output and content images:

lØ,j
style (y , y′) =

∣∣∣∣GØ
j (y)−GØ

j (y′)
∣∣∣∣2 (7)

Total loss:The total loss is given by :

ŷ = argmin
y

λcl
(Ø,j)

content(y, yc) + λsl
(Ø,J)

content(y, ys) + λTV lTV (y)

(8)

A. Optimization Method

Optimization algorithms helps us to minimize(or
maximize) an Objective function(another name for
Error function) E(x) which is simply a mathematical
function dependent on the Models internal learnable
parameters which are used in computing the target
values(Y) from the set of predictors(X) used in the
model. For example we call the Weights(W) and the
Bias(b) values of the neural network as its internal
learnable parameters which are used in computing
the output values and are learned and updated in the
direction of optimal solution i.e minimizing the Loss
by the networks training process and also play a major
role in the training process of the Neural Network
Model [6] .
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The optimzation algorithm which is used in Neural
style Transfer according to Gyats paper [2] is L-BFGS
and in Photorealistic Style Transfer [5] the algorithm
used is Adam . The comparative graph between Adam
and L-BGFS is shown in below. In our model we have
used Adam optimization algorithm which is fast than
L-BFGS.

Fig. 4: Graph of Adam vs L-BFGS

IV. RESULT AND DISCUSSION

A. Dataset

For our dataset, we have collected about 7300
images from different sources. Our Dataset consists
of 5 classes. Images are divided between 1100-1500
images per class. The dataset contains a training set of
about 5800 images, a validation set of 1500 images.
Four classes included in dataset are described below:

Deity:It is a collection of images of various gods
and goddess from various religions.
Holy: It is a collection of images of various temples
and Stupas.
Scenery: It is a collection of scenes and landscape
from Himalayan region to Terai regions.
Perception: It is a collection of special effects and
artistic effects in various images.
People: It is the collection of the pictures of human
beings.
Since, we are using a VGG Network for transfer learn-
ing, we freeze upto 13 layers and use dropout layer
after each dense layer in classification part. Problem
of under fitting doesn’t occur as we are performing
transfer learning with essential amount of data and
proper model. We also performed data augmentation
techniques for avoiding over fitting.

B. Output

(a) Content (b) Style (c) Output

Fig. 5: Neural style Transfer

(a) Content (b) Style (c) Output

Fig. 6: Photorealistic Style Transfer

(a) Content (b) Style (c) Output

Fig. 7: Output 1

(a) Content (b) Style (c) Output

Fig. 8: Output 2

(a) Content (b) Style (c) Output

Fig. 9: Output 3

Results from Neural Algorithm Style Transfer and
Photorealistic Style Transfer can be seen above.

Effect Comparison: Although, Neural Algorithm
of Style Transfer produced amazing result, also com-
pletely ignores the semantic information of content im-
age like weather, coloring of the sky and also couldn’t
differentiate between day and night. It also lacks the
proper preservation of features from content image.
Photorealistic Style Transfer maintains the curves and
structure of the content image and are not distorted
and the output image has the same structure as content
image. It also has a more elaborate structure and a
more realistic color distribution.

V. CONCLUSION

As we did the comparative study of result of Gatys
and Photorealistic style transfer we observed different
output as shown in graphs (Adam vs L-BFGS) above
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and concluded that as the number of classes of the
dataset increases the greater accuracy can be obtained.
The accuracy of VGG model was 92.3% as it has used
ImageNet dataset which has for about 20,000 classes.

Transfer learning was performed in the VGG model
with our own dataset and the accuracy so obtained was
88.1%.
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